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AI is everything – everything is AI

https://www.vlinkinfo.com/blog/artificial-intelligence-in-digital-
transformation/
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And, of course a billion dollar market



5

3.  To regulate or not to regulate ?

William Shakespeare
Photograph: Leemage/Getty Images/Universal Images Group

I. How to regulate ?

To regulate or not to regulate?
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I. How to regulate?

 A. The example of the EU - AI Act

1. Chapters of the AI Act 
2. The main axes of the AI Act
3. Background on the AI Act
4. The European Commission's point of view
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I. How to regulate ?

 1. Chapters of the AI Act

Chapter I: General Provisions
Chapter II: Prohibited AI Practices
Chapter III: High-Risk AI System
Chapter IV: Transparency Obligations for Providers and Deployers of Certain AI 
Systems
Chapter V: General-Purpose AI Models
Chapter VI: Measures in Support of Innovation
Chapter VII: Governance
Chapter VIII: EU Database for High-Risk AI Systems
Chapter IX: Post-Market Monitoring, Information Sharing
and Market Surveillance
Chapter X: Codes of Conduct and Guidelines
Chapter XI: Delegation of Power and Committee Procedure
Chapter XII: Penalties
Chapter XIII: Final Provisions

https://artificialintelligenceact.eu/chapter/2/
https://artificialintelligenceact.eu/chapter/3/
https://artificialintelligenceact.eu/chapter/4/
https://artificialintelligenceact.eu/chapter/5/
https://artificialintelligenceact.eu/chapter/6/
https://artificialintelligenceact.eu/chapter/7/
https://artificialintelligenceact.eu/chapter/8/
https://artificialintelligenceact.eu/chapter/9/
https://artificialintelligenceact.eu/chapter/9/
https://artificialintelligenceact.eu/chapter/10/
https://artificialintelligenceact.eu/chapter/11/
https://artificialintelligenceact.eu/chapter/12/
https://artificialintelligenceact.eu/chapter/13/
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I. How to regulate ?

 2. The main axes of the AI Act (1)

1. Classification of AI systems

The AI Act classifies AI systems according to
their level of risk.

➢ Unacceptable risk systems: Certain uses
of AI, such as real-time biometric
surveillance in public spaces, will be
prohibited.

➢ High-risk systems, such as those used
in healthcare, transport or the
administration of justice, are subject to
strict requirements (Article 6§2
appendice III)

➢ Limited risk and minimal risk (article 51)
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I. How to regulate ?

 2. The main axes of the AI Act (2)

2. Transparency and user rights information:

• Users must be informed when interacting with AI systems that affect their rights
• Right to challenge AI decisions and request explanations

3. Governance and supervision :

• Creation of national regulatory authorities for enforcement
• Cooperation mechanisms between member States for uniform rule application

4. Obligations for AI providers, compliance and risk assessment:

• High-risk AI systems must undergo risk assessments for compliance
• Maintain documentation for traceability and accountability

5. Promoting innovation:

• Regulatory measures support innovation for small and medium-sized enterprises (SMEs).
• Creation of test environments (sandboxes) for secure AI experimentation before market deployment.

6. Protection of fundamental rights:

• The AI Act ensures ethical development and use of AI, safeguarding rights like privacy and non-discrimination.

Generated with AI
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I. How to regulate ?

 3. Background on the AI Act  

➢ Interinstitutional negotiations:

• June to October 2023: four political trilogues;
• 6 - 8 December 2023: 5th and final trilogue => provisional political

agreement;
• 2 February 2024: unanimous vote by EU Member States;
• April 2024: AI Act voted by the European Parliament;
• 12 July 2024: Published in the Official Journal of the European

Union

➢ Key dates

• 21 April 2021: Commission proposal (AI Act);
• 6 December 2022: Council General Approach;
• 14 June 2023: European Parliament confirmed its position;
• April 2023: The European Parliament's Plenary voted on its

position regarding the AI Act, adopting a version that
included a significant number of amendments to address
concerns regarding risks associated with AI and the need for
regulatory clarity.
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I. How to regulate ?

 3. Background on the AI Act amendments  (1)

➢ Roadmap to AI compliance: key dates and regulatory phases

• 1 August 2024 : Entry into force

However, its application is progressive:

• 2 February 2025 : Obligations applicable to prohibited AI systems and the obligations related to AI literacy
will become applicable;

• 2 August 2025 : Specific obligations applicable to general-purpose AI models will become applicable;

• 2 August 2026 : Most obligations under the AI Act, including the rules applicable to high-risk AI systems
under Appendice III and systems subject to specific transparency requirements will become applicable;

• 2 August 2027: Obligations related to high-risk systems included in Annex I of the AI Act will become
applicable.
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➢ Initial proposal:

• The European Commission proposed the AI Act in April 2021 to create a regulatory framework for AI.

➢ Amendments process:

• The AI Act has undergone extensive review with 771 amendments  proposed by members of the European 
Parliament;

• Key discussions occurred in committees like the internal market committee and the civil liberties committee.

I. How to regulate ?

 3. Background on the AI Act amendments (2)
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Key areas of focus for amendments:

➢ Risk classification:

• Clarifying definitions of high-risk AI systems in critical sectors like healthcare and law enforcement.

➢ Transparency and accountability:

• Enhancing provisions for user understanding of AI operations and data usage.

➢ Human oversight:

• Stressing the need for human oversight in high-risk AI applications to ensure accountability.

➢ Prohibition of certain uses:

• Implementing stricter rules against applications like biometric surveillance to protect rights.

➢ Innovation and support for SMEs:

• Supporting small and medium-sized enterprises (SMEs) to ensure regulations don't hinder innovation.

I. How to regulate ?

 3. Background on the AI Act amendments (3)



14

Key points regarding the European Commission's views on the AI Act and the regulation of AI:

➢ Pioneering legislation:

• First comprehensive AI legal framework globally, serving as a model for others.

➢ Alignment with european values:

• Ensures AI development adheres to ethical standards and fundamental rights.

➢ Risk-based approach:

• AI systems categorized by risk level, with strict regulations for high-risk systems and bans on those
with unacceptable risks, like manipulative or invasive technologies.

I. How to regulate ?

 4. The European Commission's point of view (1)
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➢ Emphasis on safety and rights: 

• Prioritizes citizen safety and rights to prevent harm to individuals and society.

➢ Transparency and accountability: 

• Mandates transparency for AI systems, ensuring users know when they interact with AI technologies.

➢ Support for innovation: 

• Creates a stable environment for businesses to innovate while adhering to ethical standards.

➢ Global leadership: 

• Positions the EU as a leader in establishing international AI norms through platforms like the G7 and OECD.

I. How to regulate ?

 4. The European Commission's point of view (2)
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I. How to regulate ?

 4. The European Commission's point of view (3)

• The European Commission welcomes the political agreement reached on AI Act

• Statement by President von der Leyen on the political agreement on the EU AI 
Act:

o The AI Act transposes European values to a new era.

o This agreement focuses regulation on identifiable risks, provides legal 
certainty and opens the way for innovation in trustworthy AI.

9 December 2023
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I. How to regulate ?

 4. The European Commission's point of view : what’s next?
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I. How to regulate ?

 B. « The U.S. innovates, the EU regulates » : is that so? (1) 

➢ Innovation vs. Regulation

• Where are the rising stars of AI based?

• The EU focuses on the regulatory framework.



19

I. How to regulate ?

 B. « The U.S. innovates, the EU regulates » : is that so? (2) 

As of now, the U.S. does not have a comprehensive federal framework for regulating AI, but there are significant steps being 
taken toward AI governance:

➢ Executive orders (E.O.):

In October 2023, President Biden issued an executive order on safe, secure, and trustworthy AI to enhance AI safety, directing 
agencies to manage AI risks and develop public safety evaluation capacity. Agencies reported tat they have completed all of the 
90-day actions tasked by the E.O. and advanced other vital directives that the Order tasked over a longer timeframe

➢ AI safety institute: 

The order established the U.S. AI Safety Institute with the objective to promote voluntary AI standards and create testbeds for 
safe innovation.

➢ Legislative efforts:

Key U.S. legislation on AI Safety and Reliability, approved by a Senate committee and favorably reported to the full Senate 
includes:
• The future of AI innovation Act for AI reliability 
• The validation and evaluation for trustworthy AI Act for third-party assessments 

➢ State regulations:

States like California are developing their own AI regulations, focusing on transparency and penalties for harmful AI use
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I. How to regulate ?

 B. « The U.S. innovates, the EU regulates » : is that so ? (3) 

•In 2024, 693 AI-related bills have been proposed in the U.S., a significant increase from fewer than 200 in 2023.

•There is currently no cohesive federal regulatory model, leading to varied state approaches to AI legislation. 

•California’s SB 1047 raises concerns from various stakeholders, particularly within the technology and AI industries about its complexity 
and potential overreach.



21

I. How to regulate today?
 B. « The U.S. innovates, the EU regulates » : is that so ?(4)

June 2023
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3.  To regulate or not to regulate ?II. Pros and Cons of regulating AI: a non exhaustive 
panorama
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II. Pros and Cons of regulating AI : a non exhaustive panorama 

• A need for regulation : consensus (or almost)

• EU-AI Act : April 2021 -  August 2027 : and super complex
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II. Pros and Cons of regulating AI : a non exhaustive panorama 

 1. Pros of regulation (1)

➢ Safety and risk management:

• Mitigating risks of AI failures

• AI systems might operate unpredictably, especially in high-risk areas such as autonomous vehicles, 

medical diagnosis, or military applications. 

➢ Ethical considerations:

• Ensuring fairness and preventing bias 

• Protecting human dignity and rights

➢  Accountability and transparency:

• AI systems can often operate in "black box" ways, where it’s unclear how they make decisions

• In the case of accidents or misuse, regulation ensures that it’s clear who is legally responsible.
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II. Pros and Cons of regulating AI : a non exhaustive panorama 

 1. Pros of regulation (2)

➢  Preventing AI misuse:

• AI systems, especially those that can be used for both civilian and military purposes (e.g., facial 

recognition, drones)

• Protecting against harmful applications: such as autonomous lethal weapons, large-scale surveillance, 

or AI-powered cyberattacks. 

➢ Consumer protection

• Building societal trust in AI 

• Without regulation, AI could lead to public concerns around privacy, job displacement, or abuse of 

power, particularly in surveillance or policing contexts. 
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II. Pros and Cons of regulating AI : a non exhaustive panorama 

 2. Cons of regulation (1)

➢ Stifling innovation and slowing progress:

• Over-regulation hinder discourage technological development

• Discouraging investment and competition

➢ Difficulty of keeping up with AI’s rapid evolution:

• AI evolves quickly - regulation is slow

• Regulating in the face of uncertainty: AI’s future potential is still uncertain, and overly 

prescriptive regulations could restrict its development in areas where it could have significant 

positive impacts, such as healthcare, education, and environmental sustainability.
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II. Pros and Cons of regulating AI : a non exhaustive panorama 

 2. Cons of regulation (2)

➢ Overly broad or misaligned regulations:

• One-size-fits-all regulation could be harmful because it is used across many different sectors

• Some worry that strict regulation might limit beneficial applications of AI, such as those in areas 

like climate modeling, personalized medicine, or disaster response.

➢ Global competitiveness:

• Falling behind in the global AI race: If one region, such as the EU, imposes strict regulations, it 

may put its companies and researchers at a disadvantage compared to countries with less 

restrictive frameworks, such as China or the U.S. 

• Over-regulation in certain regions could push companies to relocate to countries with more 

lenient or flexible regulatory regimes. 
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II. Pros and Cons of regulating AI: a non exhaustive panorama

 2. Cons of regulation (3)

➢ Market-driven solutions could be sufficient:

• The market might self-regulate

➢ Regulatory capture and bureaucracy:

▪ Compliance Burden: Increased bureaucracy and compliance costs from regulation can hinder 

smaller companies and startups, slowing AI development



III. III. The wider debate: a trend or not a trend (at least 
in the EU)?
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A trend or not a trend?
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III. The wider debate: a trend or not a trend (at least in the EU)?

 A. I like the AI Act -  I don’t like the AI Act : Mr Breton 

 



31

III. The wider debate : a trend or not a trend (at least in the EU)

 A. I like the AI Act -  I don’t like the AI Act : P. Garciano

• The AI Act aims for harmonization but results in fragmented enforcement.

• At the EU level there will be four bodies: an AI office responsible for defining guidelines, definitions and coordinating bloc-wide 
enforcement, a board staffed by representatives from the member states, a scientific panel, supporting both the office and the 
board, and an advisory forum.

• Each member state will have at least one market surveillance authority responsible for ensuring compliance, investigating 
failures and applying penalties.

• Each member state will have at least one notifying authority that will supervise the organizations (called notified bodies) that 
do conformity assessments and share those assessments with other notifying authorities.

• Each member state will also have notified bodies that are responsible for certifying that systems conform to the requirements 
imposed on them.

• By law, all these 55+ organizations must have staff with "in-depth understanding of AI technologies, data and data computing, 
personal data protection, cybersecurity, fundamental rights, health and safety risks and knowledge of existing standards and 
legal requirement”.
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III. The wider debate : a trend or not a trend (at least in the EU)

 A. I like the AI Act -  I don’t like the AI Act : the AI Pact

•The AI Pact is an initiative designed to encourage responsible and ethical development and use of AI in the European Union.

• The Commission is promoting the AI Pact, to help stakeholders prepare for the implementation of the AI Act. The AI Pact, is structured around 
two pillars.

•It aims to foster collaboration between EU countries, businesses, and stakeholders to ensure that AI technologies align with the EU's values, 
such as fairness, accountability, transparency, and privacy. 
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III. The wider debate : a trend or not a trend (at least in the EU)

 A.  I like the AI Act -  I don’t like the AI Act : the AI Pact

• Signatories of the pledges: 
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III. The wider debate : a trend or not a trend (at least in the EU)

 A.  I like the AI Act -  I don’t like the AI Act : Apple 
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III. The wider debate : a trend or not a trend (at least in the EU)

 A.  I like the AI Act -  I don’t like the AI Act : Politico

• Pieter Haeck and Mathieu Pollet write for Politico : 

Apple and Meta seem like frenemies at best when it comes to 
a host of other matters. But apparently they told the same 
stance regarding the new pact.
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III. The wider debate : a trend or not a trend (at least in the EU)

 A.  I like the AI Act -  I don’t like the AI Act : the Open letter

Non exhaustive list (101 signatories)
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III. The wider debate : a trend or not a trend (at least in the EU)

 A.  I like the AI Act -  I don’t like the AI Act : the open letter

• Europe has become less competitive and less innovative compared to other regions and it now 
risks falling further behind in the AI era due to inconsistent regulatory decision making. 

• The EU’s ability to compete with the rest of the world on AI and reap the benefits of open 
source models rests on its single market and shared regulatory rulebook.

• We hope European policymakers and regulators see what is at stake if there is no change of 
course. Europe can’t afford to miss out on the widespread benefits from responsibly built open 
AI technologies.
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III. The wider debate : a trend or not a trend (at least in the EU)

 A.  I like the AI Act -  I don’t like the AI Act : Mario Draghi 

• EU has to prioritize AI as a growth area, noting its potential for a 
digital revolution. 

• EU’s missed opportunities in past revolutions, with the EU lagging 
behind the internet and cloud computing, dominated by major 
U.S. players.

• There is still time for Europe to enhance its AI capabilities.

• Promoting coordination and data sharing across industries to 
accelerate AI integration into European industries

• Public Sector Support for SMEs

• Draghi’s plan aims to fast-track AI development in ten strategic 
sectors (e.g., automotive, advanced manufacturing, energy, 
telecommunications, agriculture, and healthcare) by facilitating 
industry cooperation in data sharing.



39

“This isn’t just a matter for policymakers and industry leaders, but for nations and citizens on a global scale”

- John Roese, global Chief Technology Officer, Dell technologies, 9 October, 2023

“People can expect the United States to weave in AI policy issues in everything we do”

-Nathanial Fick, American diplomat, technology executive, author, and former United 
States Marine Corps officer. He was the CEO of cybersecurity software company Endgame, 
Inc., 26 March, 2024

III. The wider debate : a trend or not a trend (at least in the EU)

 B. A few implications of the current debate (1)

➢ A global issue – and an issue for all nations and citizens

➢ AI policy in everything
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With the world now on the cusp of another digital revolution, triggered by the spread of artificial 
intelligence (AI), a window has opened for Europe to redress its failings in innovation and productivity and 
to restore its manufacturing potential .

- Mario Draghi, Draghi report, 9 September 2024

III. The wider debate : a trend or not a trend (at least in the EU)

 B.  A few implications of the current debate (2)

➢ AI means another digital revolution

“We need a sweeping debate about ethics, boundaries, and regulation for 
location data technologies”.

- Kate Crawford, a Research Professor at USC Annenberg in Los Angeles.

➢ Ethics and a sweeping debate

https://www.brainyquote.com/authors/kate-crawford-quotes
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➢ Trust

Any regulation of AI must create trust.

- Jean-Louis Schiltz, Paperjam, 28 juin 2024

III. The wider debate : a trend or not a trend (at least in the EU)

 B.  A few implications of the current debate (3)

Generated with AI
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European legislators are watering down the fundamental advantages of the code based legal system, by making legislation so long 
and detailed that it resembles a collection of potential future case law rather than setting interpretable principles .

- Moritz von Kunow, Governance Tailor (Luxembourg)

III. The wider debate : a trend or not a trend (at least in the EU)

 C. A legal conclusion (or not) : back to basics? 
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III. The wider debate : a trend or not a trend (at least in the EU)

 C. A legal conclusion (or not) : back to basics? 

Basics :

1) Digital first
2) Accountability and human oversight
3) A risk based approach -> proportionality

trust

ethics
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III. The wider debate : a trend or not a trend (at least in the EU)

 C. A legal conclusion (or not) : back to basics?

• Object and purpose: 

1. Human rights
2. Democracy
3. Rule of law

(12 pages – 36 articles)



45

III. The wider debate : a trend or not a trend (at least in the EU)

 C. A legal conclusion (or not) : back to basics? 

• Principles related to activities within the lifecycle of AI:

1. Human dignity and individual autonomy
2. Transparency and oversight
3. Accountability and responsability
4. Equality and non – discrimination
5. Privacy and personal data protection
6. Reliability
7. Safe innovation



IV. A snapshot on ethical challenges 
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IV. A snapshot on ethical challenges  

 1. AI in military applications: a free lunch for the military (1)

• Scope of the AI Act: exclusion of military use

• Objective of the AI Act = protection of human rights

• Military produces lethal weapons : can kill humans
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IV. A snapshot ethical challenges  

 1. AI in military applications: a fine lunch for the military (2)

➢ zero protection through AI Act

Is the first human right not the right to life? 

CHARTER OF FUNDAMENTAL RIGHTS OF THE EUROPEAN UNION (2012/C 326/02):
Article 2 : Everyone has the right to life.

?
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IV. A snapshot ethical challenges  

 2. AI and ethical considerations: I kill the cat (1)

I kill the cat

For example, suppose you have a domestic robot built according to the classical model with fixed but imperfect objectives.

And you’re stuck at work late, your partner is away, perhaps looking for a birthday present, and the robot is looking after the
kids for you. Now the kids are hungry and very grumpy, and there’s nothing in the fridge, and there’s no time to go shopping.

And then…the robot sees the cat.

Unfortunately, the robot lacks the understanding that the cat’s sentimental value is far more important than its nutritional
value.

So, well, anyway, you can imagine what happens next.

And then the newspapers find out and go bananas, and that’s the end of the domestic robot industry, because no one would
ever buy a robot that might do such a thing.

So having this kind of humility - knowing that it doesn’t know all of our preferences and asking before doing something
impulsive - is going to be an economic necessity for human-facing applications of AI.
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IV. A snapshot ethical challenges  

 2. AI and ethical considerations: I kill the cat (2)

Professor Suart Russel, Newcastle, BBC RADIO 4
Lecture 4: Beneficial AI and a Future for Humans, 2021

Principles

1) The machine’s only objective is to maximise the realisation of perceived human preferences.
2) The machine is initially uncertain about what those preferences are.
3) The ultimate source of information about human preferences is human behaviour.

Are we ready to encode these into legislation? No
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Conclusion: What about the lawyers?

 Yuval Noah Harari «  Beware the AI bureaucrats » 26 
October 2024

• AI is likely to become far more powerful than any 
human lawyer
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