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 Introduction into supervision of algorithms at Dutch DPA

 AI Act and challenges for supervision



Supervision of algorithms at Dutch DPA
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About
the Department for the Coordination of Algorithmic Oversight
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GDPR Supervision

• Supervision

• Legislative advice

• Guidance

• International cooperation

Department for the 
Coordination of 

Algorithmic Oversight

2023: strengthening supervision of algorithms used to process

personal data
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Cooperation

Rules, guidance

and policy

Developing our

organisation

Risks and effects of the use of algorithms

in the private and public sector

- Facilitating cooperation between supervisory

authorities

- Identifying ‘supervisory gaps’

- Preparing for AI act

Providing advice on policy and rules

Identifying and

analyzing risks

and effects



About
the Department for the Coordination of Algorithmic Oversight
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The AI Act and
challenges for supervision
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AI as ‘system technology’
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How is AI 
currently
regulated?



Horizontal regulation
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Data protection law
(e.g. General Data Protection Regulation and Law Enforcement Directive)

Consumer law
(e.g. Unfair Commercial Practices Directive, Unfair

Contract Terms Directive, Consumer Rights Directive)

Cybersecurity
(e.g. Cyber Resilience Act )

Non-discrimination
(e.g. Directive on equal treatment between persons irrespective of racial or ethnic origin)

…



Non-AI specific sectoral regulation
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Financial 
services

(e.g. Capital
Requirement
s Directive)

Employment
(e.g. Wet 
toezicht 

gelijke kansen 
bij werving en 

selectie)

Public 
services

(e.g. Network 
and 

Information 
Security 

Directive)

… … …



How will AI be
regulated?



The AI Act
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The AI Act

 Adopts and tweaks product safety regulation to regulate AI

 Broadens the concept of ‘risk’: not just safety, but also fundamental rights (and 

maybe even democracy and rule of law)

 Focuses on the development of AI systems, and requires risk-monitoring by 

developers of AI systems

 Several existing and potentially new market surveillance authorities will be 

involved, as well as authorities protecting fundamental rights

 All these authorities will have to cooperate (cross-border element, AI systems in 

different sectors)
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Challenges for the supervision of AI

 Many supervisory authorities. AI supervision requires coordination at national and EU level to 

ensure coherence and effectiveness.

We need national supervisory authorities that support coordination of AI supervision and a EU AI 
Office and/or legal frameworks for coordination?

 Supervisory authorities differ (legal framework, mandate, powers, culture). Supervisory authorities are 

used to think “inside their own box”, which complicates cooperation. 

Do supervisory authorities need to learn about each others fields, instruments, etc. And how should 
this be accomplished?

 Developments in AI increasingly touch upon the rights and interests of people. Supervisory authorities 

will need to balance e.g. (colliding) fundamental rights and other public interests. This requires 

independent and objective supervision.

How to guarantee independent and objective supervision on AI?



Thank you!

Stefan Kulk
(s.kulk@autoriteitpersoongegevens.nl)




